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Abstract. In this work, we present a method to uncover shape from
webcams “in the wild.” We present a variant of photometric stereo which
uses the sun as a distant light source, so that lighting direction can be
computed from known GPS and timestamps. We propose an iterative,
non-linear optimization process that optimizes the error in reproducing
all images from an extended time-lapse with an image formation model
that accounts for ambient lighting, shadows, changing light color, dense
surface normal maps, radiometric calibration, and exposure. Unlike many
approaches to uncalibrated outdoor image analysis, this procedure is
automatic, and we report quantitative results by comparing extracted
surface normals to Google Earth 3D models. We evaluate this procedure
on data from a varied set of scenes and emphasize the advantages of
including imagery from many months.
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1 Introduction

This paper presents an approach to heliometric stereo — using the sun as a
moving light source to recover surface normals of objects in an outdoor scene.
This is a classic application of photometric stereo because the position of the sun
is known very accurately, but made challenging because of variations in lighting
and weather. Additionally, most long term imagery is captured by webcams
that may not share geometric or radiometric calibration information. Thus, we
explore what it would take to fully automate the solution to the photometric
stereo problem for uncalibrated, outdoor cameras.

Our approach is to optimize the similarity between long term time-lapse
imagery and an image formation model that includes the surface normal and
albedo for each pixel in the scene, color and intensity of the ambient and direct
lighting terms in each frame, and a shadow mask in each frame. This optimization
results in estimates of all these parameters of the scene structure, albedo, lighting
and camera properties. Although the WILD database [1] has sparked a rich
recent literature in algorithms to understand outdoor image time-lapses, this
paper is unique in tractably computing explicit, geo-referenced surface normals
without any user interaction.

Alternative approaches without user interaction parameterize pixels with re-
spect to time-series basis functions which have an unknown, non-linear relation-
ship to surface normals [2], or cluster pixels groups that have approximately the
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Fig. 1. Given a sequence of geo-located, timestamped imagery taken over the span of
several months (a), we recover a shadow mask for each image (b) (here shown as the
mask for the leftmost original image), albedo (c), a dense normal map represented
in East-North-Up Coordinates (d) (detail image shown in (e), and colormap described
in Figure 2), nonlinear camera response (f), and for each image, measures of ambient
lighting (g), light color (h), and exposure (i). We show the temporal variables (g)-(i)
as a function of the image’s solar azimuth and zenith angle. Best viewed in color.

same, but unknown surface normals [3]. Approaches that compute metric surface
normals require user interaction to identify three pixel locations on orthogonal
surfaces [4], and all these approaches result in surface normals in the coordinate
system of the camera, not a geo-referenced coordinate system.

Thus, our approach is appropriate to deploy on very large webcam archives [2,
5] in order to extract quantitative remote sensing measurements without human
input. Despite the allure of using already emplaced webcams for environmental
monitoring, the few published uses of uncalibrated webcams are limited to sim-
ple color changes [6,7]. We hope that our approach to automatically estimate
scene shape, scene lighting and surface reflectance will support a larger range of
environmental measurement uses of these webcam archives.

There are three major contributions of this work. First, we adapt the pho-
tometric stereo algorithm [8] to work for outdoor scenes by integrating a richer
image formation model. We present a gradient descent approach and methods for
initialization and regularization of this optimization. Second, we test this across
a variety of types and scales of natural scenes and highlight the ability to capture
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Fig. 2. (a) The colormap used for all normals in this paper. Notice that the normals are
represented in an absolute, East-North-Up reference frame, rather than with respect
to the camera’s optical axis. (b) Input solar lighting directions for one camera, using
progressively longer spans of time (1 month, 3 months, and 6 months, from left to
right). The longer the input sequence, the richer the set of lighting directions.

very small scale surface structure We report surface normals geo-referenced to an
“East-North-Up” coordinate system, and we are the first to offer quantitative
comparisons between our results and 3D geometry from Google Earth. These
highlight both the accuracy of our results and limitations in the completeness
and resolution of the ground truth.

Third, we characterize performance under which this approach gives good
results. This emphasizes the importance of using imagery from many months,
because over the course of one day or one week, the solar path does not give
sufficient constraints to recover surface normals (see Figure 2(b)).

2 Background and Related Work

The original constraints for photometric stereo [8] assumed multiple images of
scenes with known lighting directions captured with a calibrated camera. While
there is immense literature on variations of this problem, in this review we con-
sider only those most relevant to our problem domain of long term, outdoor,
webcam imagery. Specifically, our imagery is captured with known lighting di-
rections because the primary light source is the sun whose direction can be
computed given a timestamp and geolocation of the camera. However, lighting
may vary due to weather conditions, and the camera may perform some unknown
nonlinear radiometric distortion before publishing the image.

Papers that address uncalibrated photometric stereo have primarily concen-
trated on indoor scenes lit by unknown lights. One approach clusters pixels into
groups with the same albedo and surface normal to provide constraints to solve
for the unknown radiometric response and the generalized bas-relief ambigu-
ity [9]. Another works with constant albedo objects and uses non-linear opti-
mization to solve for the radiometric response, lighting directions, and surface
normals [10]. Because these focus on indoor images (in a dark room), they have
relatively noise-free images and no ambient light term.

There is less work on outdoor, uncalibrated photometric stereo. Shen and
Tan [11] explored the solution for photometric stereo from unstructured internet
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imagery, combining multi-view stereo to register images from different view-
points. Assuming the surface albedo and surface normals are constant at a scene
location between images, an optimization was used in order to estimate the
lighting parameters and therefore infer the weather of each image.

A related approach [12] focused on a photometric stereo variant for recovering
surface orientation from webcam images. This method also exploited multi-view
stereo to solve for scene geometry, which was then used in a photometric stereo
by example approach, which transfers normals from locations with known surface
normals to the rest of the scene. Our approach does not require or use such an
example, and is applicable to time-lapse captured from a single location.

In [13], Sunkavalli et al. factor a time-lapse sequence of images taken from a
single day into several meaningful components, including shadows, albedo, and a
one-dimensional surface normal projection. We follow this work towards a more
flexible model that accounts for solar variations over the span of a year, which
uncovers the full three-dimensional normal field. In addition, we incorporate the
effects of nonlinear camera response.

Kim et al. [14] present an approach to take a series of images taken through
the span of a day and use changing light to infer radiometric calibration and ex-
posure values for each image. Using a PCA basis for camera response functions
introduced by Grossberg and Nayar [15], Kim et al. recover the response func-
tion that is most consistent with a Lambertian assumption. We take a similar
approach toward solving the exposure and radiometric curves, but we simulta-
neously solve for surface normals in the process.

Recently, Ackermann et al. [16] describe an approach to perform photometric
stereo on outdoor webcams. While they use a richer reflectance model to explic-
itly handle specularities, we offer a model which allows a trackable optimization,
giving our algorithm an 8x speedup. We also perform a more rigorous evaluation,
by comparing surface normals to Google Earth models and producing 3D shapes,
and use a shadow estimation procedure appropriate for months of imagery.

Given a sequence of images taken under partly-cloudy conditions and an
estimate of wind direction and speed, Jacobs et al. [17] provide an algorithm
to extract shape based on cues derived from observing cloud shadows through
time. While Jacobs et al. focus on time-lapse sequences on the scale of minutes
or hours, we take advantage of the changing position of the sun over the span of
many months. This increased timespan relaxes the assumption that the image
was taken under specific meteorological conditions, and solves for surface normals
rather than depth.

3 Method

This section presents our outdoor image formation model, and our methods for
solving for the parameters of that model. The inputs to this model are times-
tamped images, and the direction to the sun computed from the timestamp and
geolocation. Our algorithm extracts several components of our image formation
model, including surface normals and photometric properties of the camera.
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3.1 Model

The input consists of n images I,...,1;, ..., I,, each represented as a p-pixel
vector in [0,255]P. Given the latitude and longitude of the camera, as well as
the timestamps from each image, we use [18] to determine the sun direction
for each image Lq,..., L,, represented as a 3-vector in the East-North-Up co-
ordinate frame. To keep consistent notation, temporally-indexed variables are
annotated with the subscript ¢ from 1 to n, and spatially-indexed variables with
the subscript x from 1 to p.

The Lambertian lighting model assumes that the intensity of a pixel x in
image i is a function of the surface normal N, € R3, the albedo px € R, and
lighting direction L; € R?. More formally, the intensity of image ¢ at pixel x is
given by the linear model py L. Ny.

Webcam imagery from real scenes is also affected by ambient lighting con-
ditions, which we model by including a; € [0,1] for each image ¢ in sequence.
Natural scenes also include both cast shadows, such as a tree shadow on a road,
and attached shadows such as the side of a building that is not illuminated. This
is modeled with a per-pixel-per-image shadow volume S, x € [0, 1], that models
how much light is received from the sun at each time at each pixel.

pX(LiTNxSi,x +ai) (1)

The reported pixel intensity of a camera also depends on the radiometric
camera calibration. Webcams rarely publish results in RAW format, rarely in-
clude meta-data describing their radiometric response, and may not be accessible
to allow radiometric calibration using images of known calibration objects. Thus,
we must solve for, and include in our model, an unknown, monotonic, nonlinear
photometric response function f : [0,255] — [0,255], which we assume to be
fixed through all the images in sequence, and we modulate each image by an
exposure value e; € R:

Ii,x = f(eipx(L;'rNxSi,x + az)) (2)
Here, we take advantage of the invertibility of f and rewrite the above as
f_l(Ii,x) = eipx(LiTNxSi,x + ai)- (3)

To make the estimation of f tractable, we use the Empirical Model of Re-
sponse introduced by Grossberg and Nayar [15]. This is a PCA basis for typical
camera response functions, which models the nonlinear response function f—!
as a linear composition of nonlinear bases:

b

- -1 -1
fot @) = fo @) + > f7 @)y (4)
j=1
where f; ! is the mean inverse response curve, fi Lo fy L are the set of basis

curves, v; are the unknown, camera-specific coefficients that implicitly describe
the shape of the nonlinear function, and b is the number of bases used (in our
experiments, we use b = 5). We use f, ! as notation to define the radiometric
response defined by a vector of coefficients v.
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Color To incorporate color, we largely use the above model independently on
each color channel. Allowing different exposures for each color channel can be
interpreted as modeling the color and intensity of the sunlight for each image.
For each image we have a single term for ambient intensity a;, which models the
ambient light as the same color as the direct light, but allows variation in its
intensity. We also have a single normal Ny for each pixel, and a single shadow
volume S; x. Unless otherwise specified, we do not denote each color channel
individually, and in a slight abuse of notation, treat Equation 3 as an equality
over a three-element vector.

3.2 Optimization

Given a set of images and their lighting directions, we wish to extract each
component of the lighting model. Our algorithm is a simple gradient-descent
procedure that minimizes the following loss function:

P n
argmin "SI (i) — con L] NSt b )l (5)
v,e,p,N,a pn x—1 i=1
Notice that we do not solve for the shadow volume S; x. Similar to Sunkavalli et
al. [13], we first estimate a shadow volume and leave it fixed for the remainder
of the optimization. See Section 3.3 for our shadow estimation approach.

To enforce a physically-based lighting model, we impose additional con-
straints on the variables in Equation 5. We constrain that the albedo and ambient
lighting are bounded between 0 and 1, that the normals are unit length, that
the exposures are all non-negative, and that the response function is monotonic
(which can be expressed as a linear inequality constraint over v; see [15]).

To prevent overfitting the response curve, we employ a smoothness regulariza-
tion term on the response function that penalizes large changes across intensity
bins:

255

Rv:;||f;1<i>—f;1<z>1>||2, (6)

which is expressed as a system of linear equations over the curve coefficients v.
The overall optimization is therefore

P

e A
> i) = eipe(LT NaSim+ @) P+ o= Ro - ()

1=
argmin
v,e,p,N,a pn

x=1i=1
subject to the constraints listed above. Here, A is a regularization constant that
defines the weight of satisfying the data term versus the smoothness term.

To make this optimization tractable, we take an alternating minimization
strategy, which minimizes the normals and albedos in one step, then all other
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variables in another step, and repeats until convergence:

1= AN
argin Z Z I1fs I(Ii,X) - eiPX(LzTNxSi,x + ai)||2 (8)
PN P
R R e T 2 A
argmlnﬁ Z Z I[fo " (Lix) — €ipx(Li NxSix + ail| +ﬁRv )
vea x=1i=1

This formulation has substantially smaller computational overhead, because
Equation 8 can be broken into p independent subproblems, one for each pixel.
Although neither of these subproblems are convex, there are immediate linear
approximations to each of these problems which can be solved by least squares.

Linear Approximation to Equation 8 We cannot simultaneously solve for
p and N and achieve a convex solution, because the surface normal N must be
unit length. We can rewrite the lighting model from Equation 3 as:

f_l(li,X) — €iPxQ; = eiLiT(prX)Si,w (10)

Therefore, we approximate a solution by fixing the px on the left-hand side
of the above equation as the last iteration’s approximation for the albedo, then
solve for the unconstrained 3-element vector px Nx on the right hand side via least
squares for each color channel, where the magnitude of the resulting variable is
the albedo. Since this allows a surface normal for each color channel, we repeat
this optimization by fixing the albedo and solving for the single best normal
over all color channels via least squares, and then scaling the albedos so that
each normal is unit length. Since Equation 8 is independent for each pixel, this
optimization can be done for each pixel in parallel.

The above method makes the assumption that the albedo does not change
dramatically from iteration to iteration. Therefore, when we minimize Equa-
tion 8, we make use of a learning rate that encourages a slow change in the
albedo and normal. If p/ and N’ are the solution to the linear approximation,
then we update the estimates of the albedo and normal for the next iteration as:

pp'T+p(l—7) (11)
N7+ N1 -71)
[|IN'T+ N(1—7)||

N «+ (12)

Each time we minimize Equation 8, we repeat the solve-and-update procedure
20 times, using a learning rate of 7 = 0.1.

Linear Approximation to Equation 9 Because the ambient lighting term
is single-channel, Equation 9 is nonconvex. However, if we separate the ambient
lighting into three channels, then we can solve for the radiometric parameters v,
the ambient light in each channel a, and the exposure e. An auxiliary variable
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é; = e;a; transforms Equation 9 into a linear system with respect to unknowns
v, €5, €4t

f(;l(li7x) + Z fjﬁl(Iz}x)vj = eiprzTNxSi,x + éipx- (13)

Notice that we can keep the constraint a; < 1 by use of the linear constraint
over the auxiliary variable as é; < e;.

This solves for an independent ambient lighting term for each color channel.
However, after fixing all other terms, the optimal single-channel a can be found
through a simple closed-form solution.

The full algorithm therefore initializes its albedo, normals, ambient light,
exposures, and nonlinear response and iterates between the two linear approxi-
mations until convergence.

Ambiguity As presented, there is an ambiguity between the exposures and
albedo, in that we can double the exposure and halve the albedo image, and
keep the same reconstruction. We fix this ambiguity by scaling each term so
that the mean exposure is 255.

3.3 Shadow Estimation

To initialize the shadow volume, we initially tried the shadow estimation algo-
rithm from Sunkavalli et al. [13], which uses a per-pixel threshold to define at
which times that pixel is in shadow. This threshold is defined as the median
of the bottom 20% of intensities ever seen by that pixel, multiplied by some
constant (Sunkavalli et al. use 1.5).

While this approach works well for one day’s worth of video, over the span
of a year, pixel intensities vary drastically as the position and intensity of the
sun change; a shadowed pixel when the sun is highest in the sky may have the
same intensity as a directly-lit pixel at the opposite time of year, and so there
usually is not a single correct threshold.

We modify this thresholding technique by introducing an adaptive, per-pixel
threshold which changes over time. For each pixel x, we use two centroids sx and
Ix that model the intensity of that pixel in shade and direct sunlight, respectively.
We initialize sx and [y similarly to Sunkavalli et al., where I is the median of
the top 5% of pixels, and sy is the median of the bottom 5% of pixels. Then,
for each image i in chronological order, we compute whether the original image
pixel I; x is closer to sx or Iy, set its corresponding pixel in the shadow volume,
and update that threshold as sx + 0.8sx +0.21; x or lx < 0.8]x +0.21; . In this
way, as we loop over all times ¢, from 1 to n, the values of Iy and sy rise and
fall as needed. Figure 3 shows that this method produces better shadow volumes
than Sunkavalli et al. when working over the span of many months. As in [13],
we perform bilateral filtering [19] to smooth the shadow images.
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Fig. 3. (a) An example image. The pixel trajectory for the pixel centered in the white
box is shown in (b), along with three scalar multiples of the threshold generated by
the shadow estimation method of Sunkavalli et al. [13]. The blue line is the threshold
suggested in [13]. (c) The centroids used in our adaptive approach. (d)-(g) The resulting
shadow images from each approach for the image in (a), where the color of the border
indicates which thresholding technique was used.

3.4 Implementation

Although we can decompose our optimization into a sequence of convex steps,
the overall optimization is nonconvex and is subject to initialization. We initialize
our variables rather simply: the normals begin as the all-up vector, the ambient
intensity is 1 for all images, the exposure is 255 for each color channel, the
response function is linear (i.e., we choose the v so that f, (z) = x), and we
initialize the albedo as the mean in-shade image.

In all of the experiments used in this paper, we use n = 500 images. When
selecting images, it’s important to select from a wide range of lighting angles,
but not to include any times of day when the sun is in view, producing lens
flare effects in the image. Furthermore, we aim to select images that are the
least overcast or hazy. Therefore, we begin by sampling 1000 lighting directions
uniformly from the set of sun illumination directions the camera observes.

Because many cameras experience large numbers of cloudy days, and direct
sunlight is important to constrain surface normals, we use a heuristic to encour-
age selection of sunny images. For each of the 1000 target lighting directions, we
consider all images whose lighting direction is within 3 degrees of that target,
and select the image with the largest saturation. From these 1000 candidate im-
ages that span the observed lighting directions, we select the 500 most-saturated
images, in order to remove times of day which are consistently hazy, cloudy, or
when the sun is in view.



10 Austin Abrams, Christopher Hawley, and Robert Pless

BN T
- e T e | T e
(a) 1 month (b) 11 months (c¢) 2 months (d) 4 months

Fig. 4. The normal maps recovered from our algorithm as the duration of original
imagery ranges from 1 to 4 months.

For all experiments, we manually mask off the sky, timestamps, streets, bodies
of water, pathways, or other areas prone to transient objects. Optimization is
performed only on the remaining pixels. We use A = 0.9 in Equation 9.

Runtime depends on the size of the image and number of pixels, but we
report timing for the results in Figure 1. On a machine with dual 2.66GHz
processors with 6 cores each and 12GB of RAM, the entire inference process from
loading imagery to completion takes 62 minutes on a sequence with 500 images
and 224,052 non-sky pixels using our MATLAB implementation. We perform 10
iterations of alternating descent for each experiment. The main bottleneck is in
solving for albedo and normals, which takes about four and a half minutes.

We emphasize that this data comprises 500 images captured over many
months, so our algorithm is substantially faster than real-time.

4 Results

As discussed briefly in the introduction, photometric stereo requires lighting to
come from a diverse set of directions. To evaluate its importance, we ran our
algorithm on one camera and progressively increased the duration of the input
sequence from one week to a few months, starting in August 2011. Figure 4 shows
that only once we have about six weeks of imagery can we begin to uncover three-
dimensional normals, and the quality of the normals increases as more imagery
is included. Depending on the times of year used, even longer lengths of time
may be required to reliably extract usable normals (i.e., a week near an equinox
produces a larger solar cover than a week at a solstice).

Figure 5 shows the results of our algorithm on real-world cameras. We reliably

recover shadows, response functions, and surface normals for a variety of scenes
from the AMOS dataset [2].

4.1 Evaluation

To evaluate our approach, we compare our surface normals to the normals from
Google Earth models. Using the interface from [20], we geo-calibrated two web-
cams and generated normals from the surrounding Google Earth geometry.
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Fig. 5. Results on a variety of cameras. From top to bottom, we show an example
image, the recovered shadow mask for that image, nonlinear camera response curves,
albedo, surface normals, and a crop of the surface normal image to show detail. Notice
that the shadow mask accurately captures large-scale shadows as well as small-scale
details. We reliably recover physically-meaningful, nonlinear response curves, yet our
model is flexible enough to allow variety of real-world responses. Because we allow each
pixel a unique normal, we produce high-fidelity normals that capture the tiny changes
in surface orientation due to windows and the detailed geometry of trees.
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Fig. 6. Comparing our results to the models from Google Earth. (a) Our recovered
surface normals. (b) The surface normals from Google Earth. (c) A histogram of the
angular difference, in degrees, between our model and the Google model. The green,
yellow, and red squares show locations on the images and histograms with 5, 20, and
70 degrees of error.

Figure 6 shows a quantitative evaluation of our approach, by measuring the
angular difference between our normals and the normals from Google Earth.
These histograms show that many locations in the image have substantial angu-
lar error. However, the colored squares help parse this difference, and show that
in locations where the Google Earth geometry is an accurate reflection of the
scene geometry, the angular error is on the order of 5 degrees, and that larger
angular errors occur on objects not modeled by Google Earth (e.g. trees), or
modeled as low resolution polygons (e.g. mountains in the distance).

4.2 Depth from Normal Field Integration

The normals from photometric stereo are often computed as an intermediate step
toward inferring a depth map. However, the standard normal field integration
equations make the assumption that the normals are represented in a coordinate
frame relative to the camera (i.e., the optical axis is the Z-axis).

Since our algorithm returns surface normals in a geo-referenced coordinate
system, we perform a search over pan and tilt angles of possible camera rotations,
choosing the rotation that yields the best resulting integration error; see [21] for
a more detailed discussion on normal field integration. Example results for image
regions that consist of objects with interesting shapes are shown in Figure 7.

5 Conclusions and Future Work

We have presented an image formation model rich enough to capture variations
in outdoor webcam imagery over long time periods. We acknowledge that there



Heliometric Stereo: Shape from Sun Position 13

Fig. 7. 3D reconstructions of objects from webcams in the wild. In each example, we
show an original image, and two novel views of the reconstructed object. The shape of
the seashell in (a) is captured nicely (and shown from a very different viewpoint), and
the rooftop of the building in the other scene is accurately reconstructed with a right
angle when viewed from overhead in the top right of (b).

are many additional components that affect outdoor imagery, many of which
we could add within our formation model and optimization. Over long time
periods, both the surface normal and the albedos can change (buildings may
undergo construction, snow may fall, trees may change color) and this could be
captured by solving for normal maps or albedos with constraints on how they
vary through time. The lighting model could be extended to include haze or
non-uniform ambient light. The surface reflectance model can be modified to
explicitly include a specular component [16], or we could use estimators for the
surface normal that are robust to non-Lambertian effects [22].

Understanding how to incorporate additional terms within a tractable opti-
mization scheme is something that we look forward to pursuing. We believe that
this current work offers one step in that direction, by being the first to tractably
return real-world surface reflectance properties from uncalibrated images, which
could be used toward more reasoned environmental monitoring.

To facilitate future comparative studies, our data, code, and ground truth
are available at research.engineering.wustl.edu/~abramsa/heliometric .
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